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Text-intensive 
research in Social 
Science relies on 
the retrieval, 
organization, 
conceptualization 
and summarization 
of large amounts of 
text.
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We propose using 
existing and 
developing novel 
Computer Science 
(CS) tools, to 
support 
text-intensive 
social science 
research efforts on 
immigration.
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TEAM

Goal
Contribute to the state-of-the-art in both Computer Science and Social Science.

How?
Enable new research in Social Science though the development of novel computer science tools to assist in 
the steps of information retrieval, organization, conceptualization and summarization.
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Manual Information Retrieval (IR)

- Costly process.
- Requires keeping track of keywords and 

relevant articles. Manual process of 
labeling.

- Bounded by human effort. Does not scale.

GOAL

To help the user find nearly all articles 
relevant to a given research question while 
minimizing manual effort.

We are not looking for a representative set, 
we are looking for all the relevant articles.

We aim to develop a method independent of 
the research question to help the user in the 
IR task.



Cost of manual labeling

Source: The Globe and Mail

Topic Description: Displaced Persons in Canada

Search terms: "DP" and "Canada"

Period: 1945 - 1967

Size: 6946 articles

Manually inspected: 2038 articles (521 Relevant / 1517 Irrelevant)

Prevalence* of relevant articles: 7.50 %

Time spent labeling: ~204 hours  (~7 weeks working 6 hours per 
day)
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* In this context, we refer to prevalence as the proportion of relevant articles in the dataset (in this example, 521/2038 = 0.075 = 7.50 %).



Background and terminology

High recall information retrieval (HRIR). The goal of HRIR is to find all 
or nearly all relevant documents for a search topic [1].

Technology assisted review (TAR) involves the iterative retrieval and 
review of documents from a collection until a substantial majority (or “all”) 
of the relevant documents have been reviewed [2].

The goal of Supervised learning algorithms is to learn a function that 
maps feature vectors (inputs) to labels (output), based on example 
input-output pairs [4]. Classification algorithms are a type of supervised 
learning that we use throughout this work.

Active Learning. A supervised machine learning algorithm can achieve 
greater accuracy with fewer labeled training instances if it is allowed to 
choose the data from which it learns [3].
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1. Ask the user for a relevant example or a topic description.
2. Draw a large uniform random sample of size N.
3. Repeat until random sample is empty

a. Build and train a classifier using current labeled data
b. Select batch of highest-scoring documents
c. Draw a random subsample 
d. The user reviews and labels the subsample

4. Train the final classifier 
5. Estimate relevance using (1.05*Rhat) / N

d

2.
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Proposal - Scalable Continuous Active Learning (SCAL) [5]



1. Ask the user for a relevant example or a topic description.
2. Draw a large uniform random sample of size N.
3. Repeat until random sample is empty

a. Build and train a classifier using current labeled data
b. Select batch of highest-scoring documents
c. Draw a random subsample 
d. The user reviews and labels the subsample

4. Train the final classifier 
5. Use the final classifier to generate predictions for the entire 

corpus

d

2.
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Proposal - Scalable Continuous Active Learning (SCAL) [5]



SIMULATIONS
- Using the "Displaced Person in Canada" dataset (which the relevant/irrelevant labels), and
- Using an Oracle that mimics the user behaviour providing the correct labels.

10



Simulation Results
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https://en.wikipedia.org/wiki/Precision_and_recall 

-  More labeling budget 
(effort) means better 
performance.

- After labeling 150 
examples, the 
performance starts to 
plateau.

- The method 
guarantees high recall, 
and the precision is 
above 0.6.

https://en.wikipedia.org/wiki/Precision_and_recall


Simulation Results @ effort=276
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- The method suggested a 
little more than 700 
articles as relevant, but 
there are a little more than 
500 relevant only.

- Almost all the relevant 
articles are at the 
beginning of the list. 



REAL CASE SCENARIO
New research question with the human in the loop and no prior information about relevant/irrelevant 
articles
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Dataset

Source: The Globe and Mail 

Topic Description: Multiculturalism in Canada

Period: January 1st, 1960 to December 31st, 2018.

Size: 5,502,653 articles

Filter-out articles that do not mention Canada or a 
Canadian province ("Canada", "Canadian", "Nova 
Scotia", "Nova Scotian", "NS", etc.). 

Size after filtering: 2,961,906 articles 
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Results first step

Input
Sample size=30,000
Labeling cap=5
Iterations required=65 (1,2,3,4,5,5,5,...,5)
Labeling budget=315
Target recall=80%

Output
Relevant articles manually labeled= 12 articles
Estimated relevant articles in sample≃ 49 articles
The estimated prevalence of relevant articles= 0.17%
Estimated relevant in whole corpus≃ 5,035 articles
Suggestions made= 17,014

Timing
Time per iteration: ~32 minutes
Total time: ~35 hours

N=30,000

2,961,906 articles

labeling cap=5

65 
iterations

Logistic Regression 
with TF-IDF matrix

12 articles

303 articles
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Results first step

Input
Sample size=30,000
Labeling cap=5
Iterations required=65 (1,2,3,4,5,5,5,...,5)
Labeling budget=315
Target recall=80%

Output
Relevant articles manually labeled= 12 articles
Estimated relevant articles in sample≃ 49 articles
The estimated prevalence of relevant articles= 0.17%
Estimated relevant articles in the whole corpus≃ 5,035 articles
Suggestions made= 17,014
Estimated relevant after evaluation≃ 549

Timing
Time per iteration: ~32 minutes
Total time: ~35 hours

12 articles

303 articles

17,014

2,944,892

2,961,906 articles
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Conclusions

Negative aspects

- There is a discrepancy in performance between simulation and real world-scenario. Main 
difference? Prevalence.

Positive aspects

- If the only problem is the prevalence of relevant articles, then it can be solved by performing a 
second iteration of SCAL.

- The proposed approach is still significantly faster than the manual process and scales better.

- The proposed solution can be applied to other research problems and other periods.

- The ranking works.
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Next Steps
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Dias, A.G., Milios, E.E. and de Oliveira, M.C.F., 2019, September. Trivir: A visualization system to support document retrieval with high recall. 
In Proceedings of the ACM Symposium on Document Engineering 2019 (pp. 1-10).
https://github.com/amandagdias/TRIVIR 20

https://github.com/amandagdias/TRIVIR


RElevant information through Classification in an 
Active Learning Loop (RECALL)

https://github.com/rbhubert/recall 

Rocío Hubert
Universidad 

Nacional del Sur

Evangelos Milios
Dalhousie 
University

21

https://github.com/rbhubert/recall


Sherkat, E., Nourashrafeddin, S., Milios, E.E. and Minghim, R., 2018, March. Interactive document clustering revisited: A visual 
analytics approach. In 23rd International Conference on Intelligent User Interfaces (pp. 281-292).
https://github.com/ehsansherkat/IDC 22

https://github.com/ehsansherkat/IDC


Rezaeipourfarsangi, S., Pei, N., Sherkat, E. and Milios, E., 2022, June. Interactive clustering and high-recall information retrieval using 
language models. In Proceedings of the 2022 International Conference on Advanced Visual Interfaces (pp. 1-5).
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Other resources

Topic Modeling
- Rajendran, M., 2021. TopVis: Visual Text Analytics for Deep Topic Modeling of Reddit Data. http://hdl.handle.net/10222/80959 

Summarization
- Ramirez-Orta, J. and Milios, E., 2021, June. Unsupervised document summarization using pre-trained sentence 
embeddings and graph centrality. In Proceedings of the Second Workshop on Scholarly Document Processing (pp. 
110-115).
https://github.com/jarobyte91/auto_summ 

OCR Correction 
- Ramirez-Orta, J.A., Xamena, E., Maguitman, A., Milios, E. and Soto, A.J., 2022, June. Post-OCR Document Correction 
with Large Ensembles of Character Sequence-to-Sequence Models. In Proceedings of the AAAI Conference on Artificial 
Intelligence (Vol. 36, No. 10, pp. 11192-11199).
https://github.com/jarobyte91/post_ocr_correction

24

http://hdl.handle.net/10222/80959
https://github.com/jarobyte91/auto_summ
https://github.com/jarobyte91/post_ocr_correction


Thank you!
Questions?
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